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Collider distributions: reasonable agreement
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Scaling: model predictions (i)
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Scaling: model predictions (ii)

4

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

10

0.2 0.4 0.6 0.8 1

 x

 x
d

N
/d

x

 p + Air ! "
+/-

 with EPOS

10
19

 eV
10

17
 eV

10
15

 eV
10

13
 eV

10
11

 eV

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

10

0.2 0.4 0.6 0.8 1

 x

 x
d

N
/d

x

 p + Air ! "
+/-

 with SIBYLL

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

10

0.2 0.4 0.6 0.8 1

 x

 x
d

N
/d

x

 p + Air ! "
+/-

 with QGSJET II

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

10

0.2 0.4 0.6 0.8 1

 x

 x
d

N
/d

x

 p + Air ! "
+/-

 with QGSJET01



5

Importance of hadronic interactionsSensitivity of Air Showers to Interactions
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Sensitivity of Air Showers to Interactions
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Shower particles produced in 
100 interactions of highest 
energy

Electrons

Muons

Electrons/photons:
high-energy interactions

Muons/hadrons:
low-energy interactions

Low-energy
interactions

(Ralf Ulrich, 2012)



Mean depth of shower maximum

6(RE, Pierog, Heck, ARNPS 2011)
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Elongation rates and model features
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Dhad
10 = ln10 X0(1�Bn�B�)

Elongation rate theorem

(Linsley, Watson PRL46, 1981) 

factor ~ 87 g/cm2

Bn =
d lnntot

d lnE

B� =� 1
X0

d�int

d lnE

Large if multiplicity of 
high energy particles 
rises very fast, zero in 
case of scaling

Large if cross section 
rises rapidly with energy
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Muon production at large lateral distance
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Energy distribution of last interaction
that produced a detected muon

Muons in UHE Air Showers

air shower cascade: energy of last interaction before decay to µ

hadron + air → π/K + X
↘

µ+ νµ
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Typically 5-6
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Electron and muon numbers of showers at ground
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Shower Observables: Ne-Nµ Distribution
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Dominating uncertainty of composition and energy
measurements due to hadronic interaction models

vertical showers,
sea level detector

N(FE)
µ � 1.4 N(p)

µ

EPOS: largest 
muon number



Modification of ratio of neutral to charged pions

� =
ln(nch)
ln(ntot)

Nµ =
�

E0

Edec

⇥�

Particle ratios:
quark counting and 
SU(3) symmetry !

quark diquark

meson

baryonmeson
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String fragmentation: baryon pairs

diquark - anti-diquark pair

Baryon number conservation !

leading baryon
leading meson

11(Grieder, ICRC 1971)



Baryon pairs: enhancement of low-energy muons
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Shower axis

µ

~30–100 g/cm2

~300
  g/cm2

Detector

(Ave et al. ICRC 2011)
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LHC data and model predictions

13

Proton-proton event at 7 TeV c.m. energy



Exotic models for the knee
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New physics: scaling with nucleon-nucleon cms energy

E0

EX ~100 TeV

log(E)

log(Fl
ux)

Knee due to wrong energy 
reconstruction of showers?

Atmosphere

Cosmic ray

Threshold scales with E/A

Petrukhin, NPB 151 (2006) 57
Barcelo at al. JACP 06 (2009) 027
Dixit et al. EPJC 68 (2010) 573
Petrukhin NPB 212 (2011) 235
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LHC data probe the region beyond the knee
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~20% of energy needs to be 
transferred to invisible channel



LHC data probe the region beyond the knee
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(D‘Enterria at al. Astropart Phys 35, 2011)
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of the charged yield. ALICE does not correct for this contribution, whereas CMS does. We have removed
this small contribution from all our model predictions by counting only the produced charged hadrons.

IV. DATA VERSUS MODELS

A. Particle pseudorapidity densities

The dNch/dη|η=0 distributions of charged hadrons measured in NSD collisions at the LHC (0.9, 2.36
and 7.0 TeV) by ALICE and CMS (as well as by UA5 at 900 GeV) are shown in Fig. 2 compared to
two pythia 6.4 tunes, pythia 8 and to phojet. In the pythia case, the NSD predictions are obtained
switching off the single-diffractive contributions6, without any hadron-level trigger. Since the effects of the
LHC MB-selections have been corrected for by the experiments themselves using pythia (and phojet as
a cross-check), this is a consistent comparison.
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FIG. 2: Pseudorapidity distributions of charged hadrons, h± ≡ (h+ + h−)/2, measured in NSD p-p events at the
LHC (

√
s = 0.9, 2.36 and 7 TeV) by ALICE [36, 37] and CMS [38, 39] (and by UA5 [42] in p-p̄ at 900 GeV) compared

to three different versions of the pythia and phojet MCs. The dashed band is the systematic uncertainty of the
CMS experiment which is similar to those of the two other measurements.

6 MSUB(92)=MSUB(93)=0 in pythia 6.4, SoftQCD:singleDiffraction=off in pythia 8.
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Detailed LHC comparison

(D‘Enterria et al., Astropart. Phys. 35, 2011)

Protons:  Elab = 3 x 1016 eV

Models for air showers typically better in agreement with LHC data

(data from all LHC experiments, CMS shown as example)



LHC: total energy deposited by secondary particles
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LHCf: forward photon production
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Model predictions bracket LHC data

position ðXmaxÞ observed by the Auger collaboration seems to favor
rather heavier nuclei [1,2].

It is well known that the presentation of the results of cosmic
ray experiments depends strongly on the use of Monte Carlo codes
for interpretation of the data. Consequently, the uncertainty of
hadron interaction models used in the codes induces uncertainty
in the reported results. The models reproduce the accelerator data
that are available reasonably well below 1015 eV, but predict differ-
ent results in the energy range above 1015 eV where accelerator
data are lacking. The secondary p0s emitted in the forward region
of hadron interactions induce electromagnetic cascades in air
showers via their decay into two gamma-rays, and therefore play
a central role in air shower development. Given the same total
cross section and inelasticity, a model with a harder spectrum for
secondary pions induces deeper penetration of air showers than
models with a softer spectrum [10]. The p0 spectrum in the for-
ward region at the most energetic hadron collision energy to date,
2 # 1014 eV laboratory equivalent, has been provided by the UA7
experiment with the Sp!pS collider at CERN [11]. The Large Hadron
Collider (LHC) will have proton-proton collisions at

ffiffi
s

p
¼ 14 TeV

and push the laboratory equivalent collision energy up to 1017 eV.
The LHCf experiment is one of the LHC physics experiments, and

dedicated for improvement of hadron interaction models for
UHECRs at the LHC collision energy. The LHCf experiment will
measure energy and transverse momentum spectra of neutral par-
ticles (gamma-rays, p0s and neutrons) emitted in the forward re-
gion (g > 8.4) of LHC collisions and operate for the equivalent
about one day at luminosity 0:8# 1029 cm%2 s%1 during the LHC
beam commissioning phase. The physics and detector perfor-
mances of the LHCf experiment for gamma-ray measurements
have been presented elsewhere [10,12,13]. In this paper we de-
scribe the performance of one of the LHCf detectors (Arm#1) focus-
ing attention on the simulation of p0 measurements studied with a
full MC simulation.

2. The LHCf experiment

The LHCf experiment has two independent detectors (Arm#1
and Arm#2) with similar designs but in slightly different configu-
rations for background rejection and redundancy. The Arm#1
detector has two sampling and imaging calorimeters with trans-
verse cross sections of 20 # 20 mm and 40 # 40 mm. Fig. 1 shows
a schematic view of the Arm#1 detector. Each calorimeter is com-
posed of 22 tungsten plates of 7 mm thickness (2 r.l.), 16 plastic
scintillators and 4 X-Y pairs of scintillating fiber hodoscopes. The
plastic scintillators are inserted at 2 or 4 r.l. steps for shower sam-
pling. The SciFi layers are inserted at 6, 10, 30 and 42 r.l. to mea-

sure the shower position and identify multiple showers in single
calorimeter. The total thickness of the calorimeters is 44 r.l. and
1.7 interaction lengths. The calorimeters together with PMTs, MAP-
MTs and front-end circuits for the SciFi layers are packed in a alu-
minum box with 92 mmw # 280 mml # 620 mmh.

At +/%140 m from LHC interaction points IP1 and IP5 zero de-
gree neutral absorbers (TANs) have been installed for preventing
quenching of downstream superconducting magnets by neutral
particles produced in p-p collisions. Inside the TAN, the beam pipe
makes a transition from a single common beam pipe facing IP1 to
two separate beam pipes joining to the arcs of LHC (Y-chamber). In
the crotch of the Y-chamber, there is an instrumentation slot with
dimensions 96 mmw # 1000 mml # 607 mmh for detectors of beam
monitors and forward physics experiments. The LHCf detectors
have been inserted in the slots of the both TANs installed at IP1
and supported by manipulators mounted on the surface of the
TANs. The manipulators allow the detectors to move vertically
with 120 mm stroke. During operations, the center of the smaller
calorimeter will be normally set on the beam plane (‘‘normal’’ po-
sition) but also on some other positions, for example, a 10 mm
lower position than the ‘‘normal’’ position (‘‘low’’ position), to cov-
er a wider aperture. Fig. 2 shows the transverse projection of the
Arm#1 detector at the ‘‘normal’’ position viewed from IP1 for oper-
ations with zero degree beam crossing angle. Forward neutral par-
ticles produced in p-p collisions can reach the LHCf detectors,
however charged particles produced at IP1 cannot hit the calorim-
eters because they are swept away by the magnetic field of the
beam separation dipoles located between IP1 and the TAN. The
aperture is limited by the size of the TAN instrumentation slot
and the aperture of the beam pipes located between IP1 and the
TAN. The pseudorapidity coverage of LHCf is g > 8.7 and g > 8.4
with zero and 140 lrad beam crossing angles, respectively.

The performance of the LHCf detectors for particles below a few
hundreds of GeV have been tested at the CERN SPS by using sec-
ondary electron, proton and muon beams [13,12], and the results
have been well understood by using a Monte Carlo (MC) simulation
[10,13]. The performance for particles above a few hundreds of GeV
has been studied by using the MC simulation. The energy resolu-
tion is expected to be about 3% and 30% for 1 TeV gamma-rays
and hadrons, respectively. The position resolution for gamma-ray
showers is expected to be better than 0.2 mm.

Fig. 1. Schematic view of the Arm#1 detector. Gray, white and clear blue layers
show tungsten plates, plastic scintillators attached to acrylic light guides and SciFi’s
attached to optical fibers, respectively. The showers developed in the calorimeters
are sampled by the first 11 plastic scintillator layers with 2 r.l. steps and the other
layers with 4 r.l. steps. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

calorimeter
  towers

96

beam center

20

40

R47.8

5

Fig. 2. Transverse projection of the Arm#1 detector at the ‘‘normal’’ position for
zero beam crossing angle. A unit is in mm. The aperture is limited by the TAN slot
wall (blue vertical lines) and the elliptical beam pipe located at the D1 magnet
region of 60–85m from IP1. Blue curves show projection of the beam pipe at the
LHCf detector. When the beam crossing angle is 140 lrad., the neutral beam center
goes down 20 mm. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

514 H. Menjo et al. / Astroparticle Physics 34 (2011) 513–520

140m from interaction point

pp ! g X
(Mitsuka, this meeting)



Cross section measurements at LHC
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sATLAS = 60.3±0.05±0.5±2.1mb
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Inelastic Proton-Proton Cross-Section
Standard Glauber conversion + propagation of modeling uncertainties
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Inelastic proton-proton cross section

No big surprise given Tevatron measurements,
but re-tuning of model cross sections needed

Dp
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= x > 5⇥10�6
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Do simulated showers describe observations ?
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Measured components of air showers
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Longitudinal profile:
Cherenkov light
Fluorescence light
(bulk of particles measured)

Lateral profiles:
particle detectors at ground
(very small fraction of particles sampled)

(RE, Pierog, Heck, ARNPS 2011)



The Pierre Auger Observatory 

1665 surface detectors: 
water-Cherenkov tanks 
(grid of 1.5 km, 3000 km2)

4 fluorescence detectors 
(24 telescopes in total)

LIDARs and laser facilities

High elevation 
telescopes
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 Infill array of 750 m,
 Radio antenna array 

Southern hemisphere:
Province Mendoza, Argentina



Telescope Array (TA)

24Northern hemisphere: Utah, USA

~3
0 

km 507 SDs cover 680 km2 

3 FD stations

Utah, USA
39.3 0 N
112.9 0 W
Alt. 1400 m

- Central Laser 
- Lidar, IR camera 

- Electron Light Source 

Calibration Facilities

507 surface detectors: 
double-layer scintillators 
(grid of 1.2 km, 680 km2)

3 fluorescence detectors
(2 new, one station HiRes II)

Middle Drum: based on HiRes II

ELS Operation

LIDAR
Laser facility

FD Observation
Sep.3rd.2010   Beam Shot into the Sky, and Observed by FD

Event Display of ELS Shower 
Data  :  Sep.5th .2010.  AM04:30(UTC)

Energy : 41.1MeV 

Charge : 50pC/pulse

����

Beam Operation            :  Sep.2nd -4th

Beam shot into the Sky :   Sep. 3rd and 4th

# of Shot into the Sky�1800 pulses

Output power = 41.4MeV�40�140pC/pulse�0.5Hz

�	�����
���

Electron light source 
(ELS): ~40 MeV

Infill array and high
elevation telescopes
under construction

Test setup for
radar reflection



Yakutsk air shower array
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Figure 1. The detector arrangement of the Yakutsk array. Charged particle
detectors (open circles), Cherenkov light detectors of the C1 subset (filled circles)
and the C2 subset (filled triangles) and the muon detectors (squares) are shown.

in section 8. Our conclusions are set out in section 9. In two appendices, additional information
is given that is important for the subjects considered.

2. The Yakutsk array

The Yakutsk array is located at Oktyomtsy near Yakutsk, Russia (61.7�N, 129.4�E), 100 m
above sea level (1020 g cm�2). At present, it consists of 58 ground-based and six underground
scintillation detector stations for measuring charged particles (electrons and muons) and 48
detectors—PMTs in shuttered housing—for observing the atmospheric Cherenkov light. During
the more than 30 years of its lifetime, the Yakutsk array has been re-configured several times;
the total area covered by the detectors was maximal in about 1990 (Seff ⇠ 17 km2), now it is
Seff ⇠ 10 km2. In the central part of the array, there is a denser domain with 100–250 m detector
spacing. During the whole observation period, approximately 106 showers of primary energy
above 1015 eV were detected; the three highest energy events selected with the axes within the
array area and zenith angle ✓ 6 60� have an energy E > 1020 eV.

The actual detector arrangement of the array is shown in figure 1. Charged particle detectors
having an area of 2 m2 have been built on the stations in couples; the Cherenkov light detectors—
PMTs of 176 cm2 and 3 ⇥ 176 cm2 acceptance area—form the medium, C1 (⇠500 m spacing),
and the autonomous, C2 (50–200 m spacing), subsets. The latter were added in 1995 with
the aim of studying the air showers in the energy range 1015–1017 eV via Cherenkov light
measurements [5].

All detectors/controllers and data processing units of the array are connected to the data
handling network shown in figure 2.

3. The design of the air Cherenkov light detector

Charged particle detectors of the array have been described in [3]. Here we will detail
a Cherenkov light detector unit. It consists of a vertically mounted PMT (FEU-49B;

New Journal of Physics 11 (2009) 065008 (http://www.njp.org/)

4

Crate controller Crate controller Crate controllerCrate controller

The main array
Autonomous
Cherenkov
detector subset

Large area
muon detector

P
detector

inhole

PC PC PC PC PC

Ethernet LAN of the Yakutsk array
PC PCPC

Users

Data processing

GPSArchive

Weather
station Lidar

Timer

Atmosphere
monitoring

Cable
connections

Figure 2. Local area network of the Yakutsk array.

Figure 3. The air Cherenkov light detector.

diameter: 15 cm) with an amplifier in a metal container that is blackened inside [6]. An
upper hole provides ✓ 6 55� aperture (figure 3). To protect the photocathode from sunlight, a
motorized light-proof lid is set up. At night, all the lids of the array can be commanded remotely
to open. PMTs and amplifiers are powered round the clock to guarantee stability of performance.
When the lid is open, a fan blows out warm air to keep snow and dust from the photocathode
surface.

There is also a variant of the detector with three PMTs in a housing and this can operate
independently or in summation of the signal in order to increase acceptance area at the shower
periphery. In addition, dedicated detectors were used to measure the shape and width of the

New Journal of Physics 11 (2009) 065008 (http://www.njp.org/)

Scintillators

Muon detectors
Air Cherenkov detectors



Auger event simulation for surface array
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Angles and number of stations comparison
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Angles and number of stations comparison
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� MC energy distribution is not exactly the same as for data, but
this does not introduce any bias on the migration matrix
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Stations distributions

signal/station [VEM]
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� The distribution of the distance of the station to the shower
axis illustrates that the core locations/bias are the same in data
and MC, thus I skipped the core location plots.
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Stations distributions
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� The distribution of the distance of the station to the shower
axis illustrates that the core locations/bias are the same in data
and MC, thus I skipped the core location plots.
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CORSIKA + full detector 
simulation (50% p + 50% Fe)

Zenith angle Azimuth angle

Distance of triggered stations Signal per station

Very good agreement

(UHECR 2012)



Very good agreement

TA event simulation for surface array
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Several shower observables

Example: event observed by Auger
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Discrepancy: shower profile and muons at ground
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J. ALLEN et al. INTERPRETATION OF AUGER OBSERVATORY SURFACE DETECTOR SIGNAL

 10

 20

 30

 200  400  600  800  1000  1200

dE
/d

X 
[P

eV
/g

/c
m

2 ]

Depth [g/cm2]

Energy: (13.8 +_ 0.7) EeV
Zenith: (56.5 +_ 0.2o)
XMax: (752 +_ 9) g/cm2 !2/dof (p) = 1.19

!2/dof (Fe) = 1.21

Proton Sim
Iron Sim

Data

100

101

102

 500  1000  1500  2000

S 
[V

EM
]

Radius [m]

Proton Sim
Iron Sim

Data

1.5

2

2.5

 1  1.2  1.4  1.6  1.8  2

R

sec(")

Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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Rescaling of simulated signals

The rescaled signal in simulations
Sfit = Nµ, rescE

α
rescSµ, sim + ErescSem, sim

• Nµ, resc increases the signal from hadronically produced muons

• Eresc increases the total ground signal

Eresc = 1.09 ± 0.08+0.08
−0.06 ;Nµ, resc = 2.21 ± 0.23+0.18

−0.23

 2

 2.5

 1  1.1  1.2

N
µ

, 
R

e
sc

EResc

Reconstruction Syst.
Composition Syst.

Muon shower content at the Pierre Auger Observatory 9/11

QGSJET II.03 (proton reference)

Phenomenological model ansatz

Energy scaling: em. particles and muons

Muon scaling: hadronically produced muons
and muon interaction/decay products

Full detector simulation after re-scaling

(Auger ICRC 2011)E ≈ 1019 eV

(Cazon, this meeting)



Auger: comparison of surface detector signals
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Inclined showers (muon dominated)Showers up to 60° zenith angle

Energy and energy resolution
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) The resolution from the golden hybrid events: the most
important result for the migration matrix ! very good agreement!

5

QGSJET II.03

Discrepancy due mainly to muons
Nµ,data

Nµ,MC

����
QGS,p

= 2.13±0.04(stat)±0.11(sys)

Nµ,data

Nµ,MC

����
EPOS,Fe

⇡ 1.2

Auger Muon Results

(Independent confirmation with several other observables)

Fluorescence

(HadInt Working Group, UHECR 2012)



TA: comparison of surface detector signals
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Simulated SD signal at 800m
used to determine SD energy

Energy derived 
from fluorescence 
light profile

SD energies 27% higher than FD energies (QGSJET II, protons)

Typical Fluorescence Event

Black Rock 
Event Display

Monocular timing fit Reconstructed Shower Profile

Fluorescence

Direct (Cerenkov)

Rayleigh scatt.

Aerosol scatt.

CORSIKA

(27% shifted)
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Figure 4. Lateral distribution of charged particles (circles) and muons with ε ≥ 1 GeV sec θ (squares) in

showers with the arrival zenith angle θ = 66.3◦. The nearest to the axis muon point is readings of muon

telescope mounted at the Obscura 1.

corrections should be made if experiment requires them. The high portion of high energy muons

was noted by Christiansen in his works as well.

It is seen from Fig. 4 that: a) there is a significant dispersion associated with influence of

the geomagnetic field on charged particles; b) readings of underground detectors equal to those

of surface detectors. Since particles at this zenith angle pass more than two atmospheres (x =

2538 g/cm2), then EAS should contain only muons with ε ≥ 2 − 1000 GeV and, therefore, a 2-m

shield of ground won’t be effective enough to attenuate such energetic particles. That’s why the

readings of underground detectors are equal to those of surface detectors (and may even exceed

them): due to the electron halo which is formed in the process of muon decay and due to large

ionization losses when passing the 2.5 atmospheres. The ratio is ρµ/ρe+µ = 1.27.

[1] B.N. Afanasiev, B. P. Artamonov, S. P. Knurenko et.al. New Project and New Detection Technigues

for the Highest Energies in Yakutsk EAS Array. // Proc. Int. Symp. on Extr. HECR: Astrophysics and

Future Observatories. Tokyo, 1996.

[2] S. P. Knurenko et al. Spati-temporal distribution of cascade particles below the maximum of EAS de-

velopment with E0 ≥ 1017 eV. // Proc. 21st ECRS. 2008. Kosice, Slovakia, p. 465-468.

4.3. Muon with E0 ! 1GeV

Yakutsk: direct measurement of muons

32

In this repot, the lateral distribution function (LDF) of charged particles, 
Cherenkov light and muons with Ethr ! 1"sec# GeV are analyzed. 
Registration data from E0 $1015 eV to $1019 eV are considered. 

The relation of charged particle LDF to the longitudinal EAS development 
and the influence of the primary cosmic ray mass composition on its form 
attract attention.

4. The lateral distribution function of EAS

2

Figure 2. The detector arrangement of the small array

Figure 3. The schematics of the muon telescope

than predicted by the QGSJet model. For instance, at θ = 60◦ according to QGSJet, there are

75 − 80% of muons, but not 100% as the experiment has shown. Even with the account of

electron buildup in the ground (2.1 − 2.3 m of ground for Yakutsk) due to significant ionization

losses, the deficit of muons is still presented in this model. Observations of muon component

with the use of muon telescopes (see Fig. 5) confirm this effect [2]. Hence, the processes of

high energy muons generation should be taken into account when updating current models and

ethr = 1GeV

No significant discrepancies,
muon deficit ~ 10-20%

Muons per m2

θ≈66°

(Yakutsk Collab., UHECR 2012)



Comparison of surface detectors
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Telescope Array: thin scintillators
(main part of signal due to em. particles,
 low sensitivity to muons)

Auger: thick water-Cherenkov detectors
(large part of signal due to muons,
 large acceptance to inclined showers)

Complementary surface detector arrays



Accounting for different sensitivity to muons
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32ND INTERNATIONAL COSMIC RAY CONFERENCE, BEIJING 2011
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Figure 3: Top: EM muon halo fraction Sem,halo of total
EM signal Sem vs zenith angle. Bottom: Sµ/Sem depen-
dence on the zenith angle. lg(E/eV) = 18.50− 19.50.

2 Showers at the same zenith angles

Another universality property follows from the study of
showers arriving at the same zenith angles. In this case
the average iron shower has to cross larger slant distance
from Xmax to the ground with respect to the average pro-
ton shower and this almost equalizes EM signals for both
primaries at the observation level in a wide range of zenith
angles. For the signal at 1000 meters in the Cherenkov
water detectors notable discrepancies between p and Fe
EM showers components are observed for nearly vertical
showers (θ < 18◦, cos2(θ) > 0.9) and very inclined ones
(θ > 63◦, cos2(θ) < 0.2). In the first case the path from
Xmax to the ground for p and Fe showers is almost the
same. For inclined showers the difference is caused by the

EM halo frommuon decays and larger number of muons in
iron showers brings to a larger EM halo signal.
Looking at the showers at different zenith angles one sam-
ples longitudinal showers profiles, for this reason it is nat-
ural to try to describe the dependence of the EM signal on
cos(θ) with Gaisser-Hillas type function, using cos(θ) as
variable instead ofXmax:

Sem(E, θ)

E

[

VEM

EeV

]

= S0
em

(

cos(θ)− c0
c1 − c0

)α

×

× exp

(

c1 − cos(θ)

λ

)

, (3)

where α = (c1 − c0)/λ; S0
em (signal at maximum), c0,

c1 (cosine of angle at which Sem=S0
em) and λ are fit

parameters. The fit parameters S0
em and c1 change by

less than 10% and 3% correspondingly across the entire
range of energies (when one makes fits in 15 energy bins
∆ lg(E/eV)=0.1 from lg(E/eV) = 18.5 to lg(E/eV) =
20.0), while c0 changes quite chaotically from 0 to −20
(this causes λ to change also). We have found that fixing
c0 (similarly to [9]) to any negative value within this range,
we obtain a good universal fit and λ changes in this case by
less than 15%. Finally, we used the following average val-
ues (except for c0 that was fixed to −3) of the coefficients
S0
em = 2.53, c0 = −3, c1 = 0.96, λ = 0.012. The results
of the fit and the difference between the MC simulated EM
signal SMC

em and the EM signal obtained from the fit Sfit
em

are shown in Fig. 2. The accuracy of the EM signal repro-
duction for all energy bins is such that one gets an unbiased
estimate of Sem with RMS below 15% for proton and 13%
for iron showers.
Our calculations demonstrate that the universality of EM
signal dependence on zenith angle holds true also in case
of EPOS 1.99.

3 Sµ/Sem universality in respect to interac-
tion models for θ > 45◦

Phenomenologically the angular region 45◦ − 65◦ is of in-
terest since with increase of the zenith angle the EM com-
ponent produced mostly in π0 decays at the initial EAS
development stages is largely absorbed in the atmosphere
and EM halo from muon decays starts to play a remarkable
role (Fig. 3). One expects in this case that the behavior of
the Sµ/Sem ratio should become less sensitive to the prop-
erties of the interaction models since with increase of the
angle it more and more reflects the equilibrium state be-
tween muons and EM halo from muons decays and inter-
actions. To illustrate quantitatively this process let us write
the Sµ/Sem ratio for QGSJET II as

SQGS

µ /SQGS

em =
SQGS

µ

SQGS

em,halo + SQGS
em,pure

,

here SQGS

em,halo is the EM halo signal from muons, SQGS

em,pure

is EM signal from everything else except muons. Then for

Sµ/S
tot

0.5

0.66

0.75

0.86

0.33

Muon component

• Auger: 30–80% of detector signal

• TA: 15–20% of detector signal Sµ/S
tot

Sµ/S
tot

Auger

TA

TA

(HadInt Working Group, UHECR 2012)
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f_Auger f_TA f_Yakutsk

Auger – 0.82 0.50

TA 1.21 – 0.62

Yakutsk 1.97 1.62 –

(UHECR 2012,
Spectrum working group)
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Number of charged particles

point of
first interaction

Depth X  (g/cm2)

X1

Difficulties
• mass composition (protons?)
• X1 cannot be measured directly

(R. Ulrich et al. NJP 11, 2009, and talk at this meeting)
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Profiles shifted in depthSimulated shower profiles
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But there are shower-to-shower
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Selection of protons: select very deep showers



Analysis Approach
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Ralf Ulrich for the Pierre Auger Collaboration 1

Cross section measurement: 
composition

39

Analysis Approach
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Simulation for proton showers with 
different cross sections:
very good sensitivity of tail of distribution

Example of distribution of
 Xmax for mixed composition

Only deep showers are used in 
analysis to enhance proton 
fraction in data sample

(Pierre Auger Collab. 1107.4804)
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The Tail Fit

Energy interval: 1018 − 1018.5 eV
Same high-quality cuts as for 〈Xmax〉 measurement
Fiducial volume cuts optimized for large slant depths
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Unbinned likelihood analysis
783 events in fit range

Ralf Ulrich for the Pierre Auger Collaboration 3

Depth range of analysis

Dependence of Λη from Cross-Section
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Consistent description
of cross-section

No discontinuities in
cross-section predictions

Model Rescaling at 1018.24 eV σp -air/mb

QGSJet01 1.04± 0.04 523.7 ± 23
QGSJetII.3 0.95± 0.04 502.9 ± 22
SIBYLL 2.1 0.88± 0.04 496.7 ± 23
EPOS 1.99 0.96± 0.04 497.7 ± 22
Result 505.0 ± 22 (−9,+19)Models

Ralf Ulrich for the Pierre Auger Collaboration 4

Simulation of data sample with different 
cross sections, interpolation to measured 
low-energy values

Cross section accepted if simulated slope fits
measured slope of Xmax distribution

Proton-Air Cross-Section
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(Auger Collab. 1107.4804)

Summary

Well beyond LHC energies: Ecr = 1018.24 eV,
√
s = 57TeV

Significantly improved analysis approach at these energies

Dedicated fiducial event selection for deeply penetrating events

Consistent description of cross-section in air showers

Composition systematics studied in detail, Helium dominated

Monte-Carlo model systematics not large
(QGSJet, QGSJetII, EPOS, SIBYLL)

σp -air =
(

505 ± 22stat (+24
−33)sys

)

mb at E0 = 10
18.24

eV

σinel
pp =

(

90 ± 7stat (+8
−11)sys ± 1.5Glauber

)

mb at
√
s = 57TeV



High-energy frontier: proton-air cross section
Proton-Air Cross-Section Summary
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Inelastic Proton-Proton Cross-Section

Standard Glauber conversion + propagation of modeling uncertainties
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Conversion from p-air to p-p cross 
section always model-dependent

Glauber model

Auger 2011

Cross section independent of LHC data,
very good agreement with extrapolated data

(Pierre Auger Collab. 1107.4804, Phys. Rev. Lett. 2012)
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Longitudinal EAS Development with Auger FD
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Auger Observatory: Composition data

(Auger Collab. PRL 104, 2010, updated: Facal, ICRC 2011)

Change of cosmic ray composition
from mixed or light to heavy ?
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Sys. uncertainty: 13 g/cm2 (mean)
                          6 g/cm2 (RMS)

Independent confirmation from
other composition indicators

Longitudinal EAS Development with Auger FD
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Fluctuations of depth of shower maximum

Mean depth of shower maximum

Proton

Proton
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Iron



Telescope Array: Composition measurement

44

TA data compatible with light 
composition (independent analysis)

tion of the Xmax width. The uncorrected rms and sample
standard deviations are biased estimators of the width [30]
and tend to be subject to large fluctuations in distributions
with broad tails.

In order to focus attention on the center of the Xmax

distribution and reduce sensitivity to fluctuations in the
tails, the width is quantified as the width !X of a unbinned
likelihood fit to a Gaussian of a distribution truncated at
2! rms. The results of this analysis applied to both the
HiRes data and to QGSJET-II proton and iron Monte Carlo
calculations are shown in Fig. 4. The HiRes Xmax width
data are consistent with the predictions of QGSJET-II pro-
tons. The width of the Xmax distribution of protons within
the QGSJET01 model tends to be about 5 g=cm2 broader
than that of QGSJET-II, while SIBYLL protons are 2–3 g=cm2

narrower than those of QGSJET-II. Both of these shifts are
small compared with statistical uncertainties, particularly
at the highest energies.

In summary, the HiRes data are consistent with a
constant elongation rate of 47:9" 6:0ðstatÞ "
3:2ðsystÞ g=cm2=decade above 1.6 EeV, and thus with an

unchanging composition across the ankle. This places
strong constraints on models in which the ankle is the
result of a transition from heavy galactic to light extraga-
lactic cosmic rays.
Of the hadronic interaction models tested, the best

agreement is with the QGSJET-II pure proton model.
Within current uncertainties, the data are completely con-
sistent with this model, and close to QGSJET01 pure protons.
Comparison with SIBYLL suggests a mixture dominated by
light elements. The observed constant elongation rate
would imply that this mixture is unchanging, or at most
steadily changing over nearly 2 orders of magnitude span-
ning the energy spectrum ankle.
The present analysis, taken together with the HiRes

spectral results [1,3] on the shape and location of the
high-energy cutoff and ankle, suggests the simple picture
in which cosmic rays above 1 EeV are protons of extra-
galactic origin, and the end of the energy spectrum is
shaped by interactions with the cosmic microwave
background.
This work is supported by US NSF Grants Nos. PHY-

9321949, PHY-9322298, PHY-9904048, PHY-9974537,
PHY-0098826, PHY-0140688, PHY-0245428, PHY-
0305516, PHY-0307098, and by the DOE Grant
No. FG03-92ER40732. We gratefully acknowledge the
contributions from the technical staffs of our home insti-
tutions. The cooperation of Colonels E. Fischer, G. Harter,
and G. Olsen, the US Army, and the Dugway Proving
Ground staff is greatly appreciated.
Note added.—In a recent Letter [31], the Pierre Auger

collaboration draws different conclusions as to the compo-
sition of the highest energy cosmic rays.
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FIG. 3. HiRes stereo hXmaxi compared with the predictions for
QGSJET01, QGSJET-II, and SIBYLL protons and iron after full
detector simulation. The number of events in each energy bin
is displayed below the data point.

FIG. 4. Results of fitting HiRes stereo data Xmax distribution to
Gaussian truncated at 2! rms (black points). Superimposed are
expectations based on QGSJET-III proton (squares) and iron
(triangles) Monte Carlo calculations. Monte Carlo points are
shown with small offsets in energy to provide separation.

PRL 104, 161101 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending

23 APRIL 2010

161101-4

HiRes Collab. PRL 104 (2010) 161101

(Tameda, TA Collab., ICRC 2011)

Note: no direct comparison of 
data possible:

•Auger: fiducial volume cuts to 
avoid shower selection bias

•TA: selection bias included in MC 
simulations, not explicitly 
corrected for to increase statistics

•Data still compatible within sys. 
uncertainties
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Figure 3. Compilation of accelerator data of σpp
tot, Bela and ρ [26]. The central line denotes the conventional

extrapolation of these data to high energy. The upper and lower lines indicate a set of possible extreme
extrapolations. In the left plot the conventional model is the soft pomeron parametrization by Donnachie
and Landshoff [33], while the lower extreme is by Pancheri et al. [34] and the upper extreme is the
two-pomeron model of Landshoff [35, 36].

by Pancheri et al. [34] and the upper extreme the
two-pomeron model by Landshoff [35, 36].

4. Resulting Proton-Air Cross Section

Combining the extrapolations given in Fig. 3
with Glauber theory it is possible to calculate
the proton-air cross section, which is important
for air shower development. Typically only the
production cross section

σprod = σtot − σela − σqel (8)

is quoted in the context of extensive air show-
ers [38,39], since interactions with no new particle
production are not relevant to the development of
air showers.

The results are shown in Fig. 4. Already
at 1018 eV the uncertainty band is significantly
larger than the range covered by all available in-
teraction models. Around 1019 eV the relative un-
certainty reaches up to 50%.

5. Impact on the Interpretation of Cosmic
Ray Data

The choice of the extrapolation of the proton-
air cross section (Fig. 4) has a strong impact on
the predicted speed of shower development and
thus on the depth of the shower maximum [43].

The typical interpretation of 〈Xmax〉 data in
terms of a mixed mass composition at high en-
ergy (Fig. 5, left) has to be revised if a dif-
ferent cross section extrapolation is used. As
shown in Fig. 5 (right), the data could also be
explained with a cross section that is increased
by f19 = 40 − 60 % at 1019 eV in combination
with very light cosmic ray primaries. In this cal-
culation all hadronic interaction cross sections are
increased by a factor that depends logarithmically
on energy

f(E) = 1+ (f19− 1)
ln(E/1015 eV)

ln(1019 eV/1015 eV)
, (9)

for E > 1015 eV and f(E) = 1 otherwise.

6. Summary

It is argued that the uncertainties of the ex-
trapolation of hadronic cross sections to cosmic
ray energies might be underestimated if only com-
monly used models are considered. The true un-
certainty could be much larger than the one sug-
gested by the spread of the current predictions of
hadronic interaction models.

Since longitudinal air shower development de-
pends sensitively on hadronic cross sections, pre-
dictions for standard observables like the depth

Logarithmic interpolation starting at 1015 eV

Modification of

• cross sections (p-air, π-air, K-air)
• secondary particle multiplicity
• elasticity (leading particle)

Modification factor at 1019 eV

Implementation

• rescaling after event generation
• separate treatment of leading particle
• conservation of energy and charge
• modified version of CONEX
• available for different interaction models
• shown here for SIBYLL

(R. Ulrich et al. PRD83 (2011) 054026)
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Fig. 3. Effect of changing interaction characteristics on proton induced air showers. Shown is the impact on the observables Xmax, Ne and
Nµ. Each data point is the mean value for 1000 simulated air showers at a primary energy of 1019.5 eV. The lines are just to guide the eye.
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E = 1019.5 eV   (Ecm ≈ 250 TeV)

Prediction for ratio of muon numbers for
iron/proton showers ~1.4

• Electron number correlated with Xmax
• Muon number depends mainly on multiplicity

Electron number at sea level
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Auger 2009

Dhad
10 = ln10 X0(1�Bn�B�)

Elongation rate theorem

(Linsley, Watson PRL46, 1981) 

factor ~ 87 g/cm2

Dhad
10 = 24± 3 g/cm2

Model by Farrar & Allen, UHECR 2012
Restoration of chiral symmetry
Strong enhancement of baryon production
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r = 800m

Typical surface detector event

Lateral Density 
Distribution Fit

Geometry Fit (modified Linsley)

Fit with AGASA LDF

� S(800): Primary Energy 
� Zenith attenuation by MC 
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Figure 2: Energy evolution of the resolution we obtain, on
an event by event basis, when we reconstruct X µ

max for
showers generated with AIRES and QGSJETII [11].

reconstruction. The chosen rcut is energy independent.
This implies that any difference in resolution that we find
for different energies will be mainly a consequence of the
different amount of muons detected at ground. In our anal-
ysis, we consider only those detectors whose distance to
the shower core is larger than 1800 m. To reduce residual
EM contamination and potential baseline fluctuations we
have applied a mild cut on the threshold of the FADC sig-
nals used to build the MPD. We have discarded FADC bins
where the signal is below 0.3 VEM. Finally, the MPD is
reconstructed adding those detectors whose total recorded
signal is above 3 VEM. This requirement is set to avoid,
in real data, the contribution of detectors (usually far away
from the core) having a signal dominated by accidental par-
ticles.
This set of cuts has a high muon selection efficiency. Re-
gardless of the energy of the primary and its composition,
muon fractions above 85% are always obtained. This guar-
antees an EM contamination low enough to obtain an accu-
rate value ofXµ

max.

2.3 Selection cuts

To optimize the quality of our reconstructed profiles we ap-
ply the following cuts:

• Trigger cut: All events must fulfill the T5 trigger
condition [5].

• Energy cut: Since the number of muons is energy
dependent, Nµ ∝ Eα/rβ , we have observed that in
events with energies below 20 EeV the population of
the MPD is very small, giving a very poor determi-
nation of theXµ

max observable. Therefore we restrict
our analysis to events with energy larger than 20 EeV.
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Figure 3: Real reconstructed MPD, θ = (59.05 ± 0.07) ◦

and E = (94 ± 3) EeV, with its fit to a Gaisser-Hillas func-
tion.

• Fit quality: Only events with a good MPD fit
(χ2/ndf < 2.5) to a Gaisser-Hillas function are ac-
cepted.

• Shape cut: The reduced χ2 of a straight line
and a Gaisser-Hillas fit must satisfy χ2

GH /ndf <
2χ2

line/ndf.

• Curvature: When the fitted radius of curvature of
the shower front, R, is very large we observe an un-
derestimation of the reconstructed X µ

max. So only
events with R < 29000 m are included in our analy-
sis.

The overall event selection efficiencies are high (> 80%)
and the difference between iron and proton is small for the
whole range of considered energies (see Table 1). Our cuts
do not introduce any appreciable composition bias. We fi-
nally note that for the set of surviving events, the bias in the
Xµ

max reconstruction is between ± 10 g cm−2, regardless
of the initial energy or the chemical composition of the pri-
mary. The resolution ranges from about 120 g cm−2 at the
lower energies to less than 50 g cm−2 at the highest energy
(see Figure 2).
We note that the predictions of X µ

max from different
hadronic models (such as those shown in Figure 4) would
not be affected if a discrepancy between a model and
data [12] is limited to the total number of muons. How-
ever, differences in the muon energy and spatial distribu-
tion would modify the predictions.

3 Application to real data

Our analysis makes use of the data collected between Jan-
uary 2004 andDecember 2010. Our initial sample of events
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Measurement of Atmospheric Production Depths of muons with the Pierre Auger Observatory
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Abstract: The surface detector array of the Pierre Auger Observatory provides information about the longitudinal de-
velopment of the hadronic component of extensive air showers in an indirect way. In this contribution we show that it
is possible to reconstruct the Muon Production Depth distribution (MPD) using the FADC traces of surface detectors far
from the shower core. We characterize the goodness of this reconstruction for zenith angles around 60◦ and different
energies of the primary particle. From the MPDs we defineXµ

max as the depth, along the shower axis, where the number
of muons produced reaches a maximum. We explore the potentiality of Xµ

max as a sensitive parameter to determine the
mass composition of cosmic rays.

Keywords: Muon Production Depth distributions, Pierre Auger Observatory

1 Introduction

The Pierre Auger Observatory was conceived to study the
properties of Ultra-High Energy Cosmic Rays (UHECR).
It is a hybrid detector that combines both surface and flu-
orescence detectors at the same site [1]. The origin and
chemical composition of UHECR are still an enigma. Cur-
rently, the most sensitive parameter to analyse mass com-
position is the depth of the shower maximum, Xmax, see
e.g. [2, 3], measured by the fluorescence detector (FD) [4].
The fluorescence detector operates only on clear, moonless
nights, so its duty cycle is small (about 13 %). On the other
hand, the surface detector array (SD) [5] has a duty cycle
close to 100 %. This increase in statistics makes any SD-
based observable of great interest to study the composition
of UHECR.
In an extensive air shower (EAS) muons are mainly pro-
duced by the decay of pions and kaons. Their production
points are constrained to a region very close to the shower
axis, of the order of tens of meters [6]. Muons can be taken
as travelling along straight lines to ground, due to the lesser
importance of bremsstrahlung and multiple scattering ef-
fects compared to other geometrical and kinematical fac-
tors. In [6, 7] these features are exploited to build a model
for obtaining the muon production depth (MPD) along the
shower axis. The MPDs are calculated from the muon time
structure at ground. These times are given along with the
times of the other particles reaching ground by the FADCs
of the SD. In this work we show that MPDs provide a phys-

ical observable that can be used as a sensitive parameter to
study the chemical composition of cosmic rays [8].

2 MPD reconstruction

Starting from the time signals that muons produce in the
surface detectors, the model discussed in [6, 7] derives
from geometrical arguments the distribution of muon pro-
duction distance, z:

z =
1
2

(
r2

ctg
− ctg

)
+ ∆ (1)

where r is the distance from the point at ground to the
shower axis, ∆ is the distance from the same point to the
shower plane and tg (geometrical delay) is the time delay
with respect to the shower front plane. The shower front
plane is defined as the plane perpendicular to the shower
axis and moving at the speed of light, c, in the direction
of the shower axis. It contains the first interaction point
and also the core hitting ground. This calculation assumes
that muons travel at the speed of light. If we account
for their finite energy E, the total time delay would be
ct = ctg + ctε(E). This extra contribution is dominant
at short distances to the core, where the geometrical time
delay is very small. At large distances (r > 600 m) the
kinematic delay, tε, acts as a correction (typically below
20%). It must be subtracted from the measured time delay
prior to the conversion into z, as described in [6, 7].
Equation 1 gives a mapping between the production dis-
tance z and the geometrical delay tg for each point at
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the shower in ground-based scintillator experiments measuring
particle densities at different lateral distances. By integrating the
measured distribution or using the particle density at a given dis-
tance, an estimate for the primary energy can be made. Exact
knowledge of the lateral distribution shape is therefore crucial to
accurately determine the shape of the cosmic-ray energy
spectrum.

When looking at the lateral distribution of electron and posi-
trons in terms of the lateral distance r from the shower axis, a very
poor level of universality is encountered. This is mainly due to dif-
ferences in atmospheric density at the individual values of Xmax.
We can compensate for these differences by expressing the lateral
distance in terms of the Moliére unit rM, defining [35]

x ! r
rM

’ rqAðhÞ
9:6g=cm2 ; ð11Þ

where qAðhÞ is the atmospheric density as a function of height h. For
different values of !, the normalized lateral particle distribution at
t ¼ 0 is shown in Fig. 9 as a function of distance for 20 individual
proton showers. In this figure, all curves line up as the compensa-
tion for density is applied. Note that the physical density Nðt; rÞ, ex-
pressed in particles per unit area, is proportional to Nðt; ln xÞ=x2:

Nðt; ln xÞ ¼ @NðtÞ
@ ln x

¼ 2px2r2M
_NðtÞ

2pr dr
; ð12Þ

and decreases strictly with distance from the shower axis. As ex-
pected, particles with higher energies tend to remain closer to the
shower axis. This agrees with the observation that the angle of their
momentum to the shower axis is smaller.

There is no statistically relevant dependence of the lateral dis-
tribution on zenith angle of incidence, nor does it change when
electrons or positrons are considered separately, except at energies
! < 10MeV. There is, however, a significant effect with shower
stage as shown in Fig. 10: older showers tend to be wider at the
same secondary energy. Therefore, unlike in the case of angular
distributions, in any parameterization of the lateral distribution a
dependence on t must be incorporated. There is also a minor effect
of the energy of the primary on the distribution, but this is only
appreciable for secondary energies of ! > 1GeV.

From Figs. 9–11 it is observed that each curve is a combination
of two separate contributions. The left peak, the shape of which
does not depend significantly on primary energy or species, is pro-
duced through the main electromagnetic formation channel of cas-
cading steps of bremsstrahlung and pair creation. The second bulge
shows a high level of dependence on primary species, as shown in
Fig. 11. It tends to be less prominent for photon primaries, as for
these species there is no significant contribution from the pion pro-
duction channel. For hadronic primaries it is more significant,
especially at higher secondary energies of ! > 100MeV. The magni-
tude of the variation between different species does not change
with t, but its lateral position does slightly. The variations in
strength of the second bulge for different primaries can be traced
back to the contribution initiated by the decay channel
p% ! l% þ ml. This is shown in Fig. 12, comparing a set of unal-
tered 1017 eV photon-initiated showers, which have no significant
pion content, to a set of proton showers at the same energy in
which the p% creation channel was disabled. Differences between
their lateral distributions are smaller than statistical deviations.

Fig. 10. Average distributions nðt; ln !; ln xÞ for different shower stages, averaged
over 20 proton-initiated showers at 1018 eV, clearly showing dependence on t.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 8. Normalized average electron distributions nðt ¼ 0; ln !;/Þ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (10) are also drawn (dashed).

Fig. 9. Electron distributions nðt ¼ 0; ln !; ln xÞ for different electron energies as a
function of distance to the shower axis for 20 individual showers initiated by
1018 eV protons. The curve set for 1GeV is at the actual level; consecutive sets are
shifted up by a factor of 10.
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This observation raises the question whether one could use this
difference in lateral distribution to differentiate between primaries
on an individual shower basis by their lateral distribution, inde-
pendently of measurements of primary energy or depth of shower
maximum. This would be a difficult task. First of all, appreciable
difference in density only occurs at high energies and at some dis-
tance, implying that the total electron density in the region of sen-
sitivity would be very small. Additionally, the effect does not
appear at the same distance for different electron energies. This
makes the feature less pronounced when an integrated energy
spectrum is measured.

Traditionally, the integral lateral electron distribution is de-
scribed by an approximation of the analytical calculation of the lat-
eral distribution in electromagnetic cascades, the Nishimura–
Kamata–Greisen (NKG) function [36,37]. The integral lateral distri-
bution for our simulated set of showers nðt; ln xÞ / x2qnkg is repro-
duced well by a parameterization of this form, provided that we
allow the parameters to be varied somewhat. Let us define

nðt; ln xÞ ¼ C2xf0 ðx1 þ xÞf1 ð13Þ

as parameterization. In the original definition, described in terms of
shower age s, we have f0 ¼ s; f1 ¼ s% 4:5, and x1 ¼ 1. Our simulated
lateral spectra closely follow the values f0 ¼ 0:0238t þ 1:069; f1 ¼
0:0238t % 2:918, and x1 ¼ 0:430 to an excellent level for 10%3 <
x < 10.

To reproduce the main bulge in the energy-dependent lateral
electron distributions, we propose a slightly different function.
The second bulge will be ignored here since it is much lower than
the primary bulge, and its relative height depends heavily on pri-
mary species as mentioned earlier. The proposed parameterization
is the same as (13):

nðt; ln !; ln xÞ ¼ C 0
2x

f00 ðx01 þ xÞf
0
1 ; ð14Þ

mimicking the behaviour of the NKG function, but now also varying
the parameters with !. Appendix A.4 explains the values of x0i and f0i.
As an example of the fit, Fig. 13 compares the parameterization to
the average distribution for proton showers at their maximum.
The proposed parameters adequately reproduce the main bulge of
the lateral distribution in the energy range of 1MeV < ! < 1GeV
for distances x > 2 & %3 and evolution stages %6 < t < 9.

Neglecting the second bulge results in a slightly overestimated
overall value for the normalization. The disregarded tail only con-
stitutes a minor fraction of the total number of particles, however,
especially at high energies. This fact becomes even more evident if
one considers that the actual distribution is obtained by dividing
by x2.

The position of the break xc, the distance of the highest peak in
the distribution, is plotted in Fig. 14 for various shower stages for
20 averaged showers. The theoretical break distance from the ori-
ginal Nishimura–Kamata–Greisen distribution at the shower max-
imum, which is an integral distribution over all electron energies,
is also plotted as a horizontal line. At lower energies, the two are
in good agreement as expected.

8. Delay time distribution

For radio geosynchrotron measurements the arrival time of
charged particles is a vital quantity, because it determines the
thickness of the layer of particles that form the air shower. This

Fig. 11. Average distributions nðt ¼ 0; ln !; ln xÞ for different primaries, averaged
over 20 showers at 1018 eV. Again, consecutive sets are shifted up by a factor of 10.
Note the dependence on species of the bulge on the right.

Fig. 12. Comparison of average distributions nðt ¼ 0; ln !; ln xÞ at 1017 eV for 20
standard photon showers to 20 proton showers in which p' decay was disabled.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 13. Normalized average electron distributions nðt ¼ 0; ln !; ln xÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (14) are also drawn (dashed).
Consecutive sets are again shifted up by a factor of 10.
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